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Introduction
A wireless world

I Prevalence of wireless access
I Unlicensed: Wi-Fi, Bluetooth, . . .
I Licensed: 2–4G, WiMAX, . . .
I Built-in support for multiple technologies

I New connectivity modes
I MANETs, VANETs, . . .
I DTNs, UPNs, . . .

I “Always best connected” devices [References on slide 38]

I Increase computational power in mobile devices
I Emerging uses

I Multimedia
I VoIP, Video streaming, Video conferencing, . . .

I Mobility → ITS
I Route planning, safety, traffic and fleet management,

infotainment
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Introduction
Problem statement. . .

How to enable mobile communicating peers to make the best use
of the network resources when they are available, and degrade
gracefully when they are scarce?
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I Mobility
I Proposals at every single layer
I Ubiquitous network layer

I MIPv6

I Cross-layer designs
I Information/control over multiple layers
I In-stack too specific
I Vertical control plane

I Standards: IEEE 802.21, ISO CALM
manager, ETSI ITSC management

I Network selection
I Unclear which metrics are relevant

I S(I)NR, network QoS, prioritising
(e.g., Wi-Fi with 3G fallback), . . .

I Rare fine grained management of
multiple interfaces

[Selected references on slide 38]
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Introduction
Problem statement. . . and how to address it

How to enable mobile communicating peers to make the best use
of the network resources when they are available, and degrade
gracefully when they are scarce?

I Research directions
I Network selection
I Adaptation to changes
I Provide incremental

modifications

I Approach: OODA loop
I Contribution axes

I Optimisation of networks
selection and use

I Improvement of rate
control mechanism for
mobility

I Study of measurement
platforms and tools
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Introduction
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Multi-layer Optimisation of Network Choice and Usage
Problem of a multihomed mobile node: Mix and match?

I Multiple networks, interfaces
and flows (of different types)

I How to decide
I Which interface(s) to use?
I Which network(s) to

connect to? (e.g., BS or
ESS)

I How to distribute the
flows?

I To optimise. . . what?
I raw QoS (e.g., goodput or

delays)?

I Multihomed Flow
Management problem

Wireless Access Point Mobile Base Station

Global network

3G network coverage

Wi-Fi network coverage

CN2

CN1

Wi-Fi interface
3G interface

Web browsing

Video
streaming

A/V
conversation
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Multi-layer Optimisation of Network Choice and Usage
Problem of a multihomed mobile node: Privileging users’ perceptions and expectations

I User experiences the application’s output
I QoS only directly relevant to the application

I Adjustable parameters

I Optional requirements

I Non-linear QoE/QoS
relation (e.g., H.264)
[ITU E-Model on slide 42]
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I Flat battery the worst experience

I User’s wallet not a bottomless bag
I Conflicting goals

I Need for tradeoffs
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Multi-layer Optimisation of Network Choice and Usage
Problem of a multihomed mobile node: Formalisation

I Quality-aware Multihomed Flow Management
I Maximise application quality [UML on slide 41]
I Reduce costs

I Energy consumption
I Access price

I Decision scope
I (De)activate interfaces
I Select most appropriate networks
I Distribute flows
I Adjust stack parameters (e.g., application or transport)

I Constrained optimisation model [Notations on slide 43]

I MiniZinc language
I Branch-and-bound search
I Optimal solution
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Multi-layer Optimisation of Network Choice and Usage
Evaluation and comparison: Techniques and scenarios

I Comparison to more common techniques

QA Quality-aware Multihomed Flow Management
[Objective function on slide 44]

NS Single network/interface selection (e.g.,
iPhones) [Objective function on slide 45]

LB Load balancing on each interface’s best network
[Objective function on slide 46]

I Two types of scenarios

Smart-phone example Single Wi-Fi and 3G interfaces, random
networks, fixed demand (2 VoIP and video flows,
3 web sessions)

More generic scenarios Interfaces, networks and flows chosen
randomly
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Multi-layer Optimisation of Network Choice and Usage
Evaluation and comparison: Smart-phone example
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[Data sources on slide 47] [Approach and data quality on slide 48]
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Multi-layer Optimisation of Network Choice and Usage
Evaluation and comparison: Generic scenarios
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[Battery and price on slide 49] [Medians on slide 50] [Data sources on slide 47]

[Approach and data quality on slide 48]
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Multi-layer Optimisation of Network Choice and Usage
Summary and future work

I Summary
I Mobile-centric model of multihoming

I Constrained formulation

I QoE-aware Multihomed Flow Management
I Evaluation
I Real data from QoS testbed

I Future work
I Global stability
I Finer-grained routes
I Extension to NEMOs
I Actual implementation

I Linear programming formulation
I Remove simplificating assumptions (e.g., direction of flows,

pricing)
I Prioritisation weights from user
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Mobility-aware rate control for transports
Problem: Classical congestion control assumptions broken by mobility

I TCP-Friendly Rate Control (TFRC) [References on slide 52]

I Rate-based congestion control mechanism
I TCP-fair congestion control
I Uses packets losses p and RTT R
I Well adapted to real-time streaming

I Used with Datagram Congestion Control Protocol (DCCP)
I Unreliable datagrams
I Real-time traffic over shared networks

I Problems with mobility
I Losses during hand-off period force a rate reduction
I Poor adaptability to new network characteristics

I How much resources are wasted?

I How not to?
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Mobility-aware rate control for transports
TFRC during handovers: Modelling losses and wasted capacity

Lost packets Underused capacity

Sending
rate

Reconnection tDisconnection

I Sending rate

I Lost packets during disconnection

I “Wasted” capacity after reconnection

I Additional “wasted” capacity on higher capacity networks

[Formulas on slide 53]
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Mobility-aware rate control for transports
TFRC during handovers: Analytically derived possible performance improvements

PPPPPPPPPfrom
to

UMTS 802.16
802.11
b g

Packet losses

UMTS 3× 102

802.16 2× 103

802.11b 1× 103

802.11g 3× 103

Unused capacity [500 B packets]

UMTS 0
. . .

...
802.16 0 2× 102–8× 104

802.11b
...

. . .
. . .

802.11g 0 · · · 0

[Real numbers on slide 54]
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Mobility-aware rate control for transports
Solution: Temporarily “freezing” the transport to avoid losses

I Freeze-DCCP/TFRC
I Sender/receiver cooperation

I DCCP-level options

I New states supporting

1. rate restoration
2. path probing

I Related work: Freeze-TCP [References on slide 55]

I Predictable disconnections at receiver
I Suspend TCP traffic
I Restore rate on reconnection

I Better support for mobility handoffs

sender-based freezing for mobile senders
slow-start-like probing for higher new capacities
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Mobility-aware rate control for transports
Mobility-Aware extension to TFRC: Additional states and options to support freezing
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[Complete state diagram on slide 56]
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Mobility-aware rate control for transports
Evaluation: ns-2 simulations
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[Numbers on slide 57]
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Mobility-aware rate control for transports
Evaluation: Experiments with emulated handovers

I Video streaming (H.264,
1 Mbps)

t0
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t4

CAFÉ
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3G

Video stream

I QoE metric: PSNR

I Linux kernel code
I Emulated links and

handovers [References on slide

55]

I Home: 1 Mbps, 52 ms
I 3G: 500 kbps, 250 ms
I Café: 700 kbps, 70 ms
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Mobility-aware rate control for transports
Summary and future work

I Summary
I Model TFRC in vertical handovers
I Freeze-TFRC protocol within DCCP

I ns-2
I Linux
I Evaluation

I Future work
I Robustness of state machine
I Decouple freezing and probing to cater for “make before break”
I Stopping criteria for probing

I Information from decision framework
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Accuracy of a Measurement Instrumentation Library
Problem: Obtaining accurate measurements

I Network measurements needed at every step

design based on observations
monitoring of the world

experimentation to evaluate performance

I Requirements for network measurement tools

generic multiple different experiments
validated confidence in the measurements

extensible as many variables as possible

I Needed for the information reporting loop of the framework
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Accuracy of a Measurement Instrumentation Library
Problem: Obtaining accurate measurements

I OMF Measurement Library (OML) [References on slide 62]

I Open Source C library (MIT licensed)
I Timestamped samples
I Unified output format (SQL databases)
I Instrumentation of already existing applications
I In-line filtering and aggregation
I Domain-free (cf. SNMP for network, DTrace for systems)

OML
Server

database
SQL

OML
Server

database
SQL

file
Local

App

MS3

MS2

MS1 Filters OML client library

MP3

MP2

MP1

I Are reports using OML trustworthy?
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Accuracy of a Measurement Instrumentation Library
OML’s Impact on Instrumented Applications: Experimental setup

I Instrumented measurement tools
I Active: iperf(1)
I Passive: pcap(3)-based packet capture
I System load

I Generic experiments
I Various factors

I iperf(1): traffic rate, OML support,
threads [Some results on slide 63]

I pcap(3): traffic rate, OML support
[Some results on slide 64]

I Statistical tests
I (PERM)ANOVA
I Data usability: Standard error,

independence, normality,
homoskedasticity

Snd Rcv
NetEm

o
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Accuracy of a Measurement Instrumentation Library
Summary and future work

I Summary
I First evaluation of OML’s operation ranges
I Non-threaded reporting performs equally to a threaded

application
I Bottleneck in passive measurement beyond 50 Mbps when all

packets are reported
I Seems adequate for the proposed framework

I Future work
I Instrument more applications
I Remove bottleneck
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Summary
Contributions

I Models, validation and evaluation
I Multihomed device
I Quality-based decision
I TFRC in handovers

I Protocols and software
I Freeze-DCCP/TFRC (Linux, ns-2)
I Freeze-TCP (Linux, ns-2)
I Ported other ns-2 patches (DCCP, MobiWan)
I Additions to OML codebase

I Experimental evaluation
I Freeze-DCCP/TFRC
I OML

[Publications on slide 36]
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Summary
Future work and perspectives

I Future Work
I Framework implementation
I Applicability of the results

I Relation to ITS standards?

I Perspectives
I Evolution-limiting factor

I Direct application access to socket(2) interface
I Higher-level interface needed (e.g., hide network names,

provide service exposure and discovery or perform local and
remote firewall configuration)

I Internet Hourglass’ waist too narrow, transport too deep
I Network layer should expose more information (e.g., detected

paths or congestion)
I Transport should be split: Per peer path-to-host congestion

management (channel), per channel packet scheduling and
high level semantics (transport)

32 / 64

Notes

Notes

Notes

Notes



Questions?

Thanks

33 / 64

Backup

34 / 64

Publications

Selected references

Multihomed Flow Management

Freeze-TFRC

OML

35 / 64

Backup: Publications
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Backup: Publications

I Freeze-TFRC
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Backup: Publications

I OML
I Olivier Mehani et al. Characterisation of the Effect of a

Measurement Library on the Performance of Instrumented
Tools. Tech. rep. 4879. NICTA, May 2011
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Backup: Publications

I Others
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Backup: Multihomed Flow Management
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Backup: Multihomed Flow Management
UML model

Object Relation

Link

#AccessRouter: G

ApplicationFlow

#ApplicationQoEWeight: R

+SelectedCodec = CodecID

+SelectedLink: Link

Interface

+SelectedLink: Link

Network

QoS

#Capacity: Bps

#Delay: ms

#PacketLossRate: %

MonetaryCost

#ConnectionPrice: $/h

#TransferPrice: $/MB

QoE

#QoE(QoS,FlowParameters): R

PowerCost

#EnabledConsumption: W/h

#TransferConsumption: W/MB

FlowParameters

#Codec = CodecID

#Rate = Bps

*

1

Flow

1

1..*

*

Application

#AcceptableQoE: [1;5]

#QoEWeight: R

Battery

#FullCharge: Wh

#CurrentCharge: Wh

#AcceptableRemainingTime: s

#Weight: R

UserRequirements

Wallet

#AcceptablePrice: $/s

#Weight: R

1..*

max

min

Scope of decision

Input/Output

Associations’ multiplicity is 1 unless otherwise stated.Constraints:∑
f ∈F |f .SelectedLink=l

FlowParameters(f .SelectedCodec).Rate ≤ l .Capacity∀l ∈ L∑
f ∈F |Network(f .SelectedLink)=n,Destination(f )=d

FlowParameters(f .SelectedCodec).Rate ≤ n.Capacity∀n ∈N , d ∈D

Obtained through,
e.g., 802.21

One dummy link
representing an
unused interface
exists for each

Route

*

Destination* *

Usually only
EnabledConsumption

Usually only
TransferConsumption
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Backup: Multihomed Flow Management
ITU-T’s QoE

VoIP R = 93.193− Is − Id − Ie−eff

Video Vq = 1 + Icoding exp
(

PplV

DPplV

)
(linear combination for A/V)

Web MOSweb = 5 + 4 · ln(WeightedST )−ln(Min)
ln(Min)−ln(Max) ,

WeightedST = 0.98 · T3 + 1.76 · T4 (discarding search phase)

[References on slide 40]
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Backup: Multihomed Flow Management
Notations Set of networks N

None ∈ N null network to represent unassociated interfaces

Set of interfaces I
~A, |~A| = |I | network association vector where Ai ∈ N, ∀i ∈ I

Set of links L ⊆ I × N
QoS(l) achievable QoS achievable on link l ∈ L
Pw(l) power consumption of link l
Pr(l) access price of link l

QoS tuple q = 〈c, r , e, s, . . .〉
C(q) = c available capacity
R(q) = r round-trip time

e link error rate
s security index

. . . other metrics relevant to an application

Set of flows F
~D, |~D| = |F | flow distribution vector where Df ∈ L, ∀f ∈ F
~p, |~p| = |F | application-specific parameters (pf for flow f )
Q(f , pf , qf ) quality profile of flow f ∈ F under QoS qf

qreq(f , pf ) min. required QoS to maximise Q(f , pf , qreq(f , pf ))
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Multihomed Flow Management objective

max
~A,~D,~p

(∑
f ∈F

Wf Q(f , pf , qreq(f , pf ))− Wb

∑
i∈I

Pw(li )−Wp

∑
i∈I

Pr(li )

)
(1)

∀f ∈ F ,∃i ∈ I Ai 6= None ∧ Df = li ,

∀i ∈ I
∑

f ∈F |Df =li

C (qreq(f , pf )) ≤ C (QoS(li ))

(2a)

(2b)

[Notations on slide 43]
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Backup: Multihomed Flow Management
Network Selection objective

max
~A

∑
i∈I

C (li )

s.t.

{
∃i ∈ I Ai 6= None
∀j ∈ I − {i} Aj = None

(3)

[Notations on slide 43]
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Backup: Multihomed Flow Management
Load Balancing objective

Lr(l) =
∑

f ∈F |Df =l

C (qreq(pf ))/C (l)

Fr =

(∑
i∈I Lr(li )

)2

|I |
∑

i∈I Lr(li )2
(4)

max
~A,~D

(
Wc

∑
i∈I

C (li ) + Wf Fr

)
(5)

[Notations on slide 43]

46 / 64

Backup: Multihomed Flow Management
Supporting data

I QoS measurement testbed
I Wi-Fi, WiMAX, 3G

(Australia, Germany)
I Know measurement

servers (Australia, France)
I Sep.–Nov. 2010
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I Quality profiles
I MOS from ITU-T’s objective E-Model [Formulas on slide 42]
I VoIP, video conferencing, web browsing
I Easily extended given similarly formulated objective profiles

I Other interactive applications
I Non-interactive applications with evaluable performance

I Battery consumption and web usage data from
Petander (2009) [References on slide 40]

I Access prices surveyed from Australian operators in
Dec. 2010
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Approach and data quality

I Scenarios
I Smart-phone (subset): 57
I Synthetic (total): 95

I Run from 1 to n flows
I Evaluate behaviours with

increasing load
I For 7 flows, usually not

more than 20 s
I Not quite real-time. . .

I Statistical significance of
averages

I At least 20 data points
I Discarded otherwise
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Generic scenarios, battery and price results
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Backup: Multihomed Flow Management
More results
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Backup: Freeze-TFRC
References

TCP Reno model Jitendra Padhye, Victor Firoiu, Don Towsley, and Jim Kurose.
“Modeling TCP Throughput: A Simple Model and Its Empirical
Validation”. In: SIGCOMM Computer Communication Review 28.4
(Oct. 1998). Ed. by Martha Steenstrup, pp. 303–314. ISSN:
0146-4833. DOI: 10.1145/285243.285291

I XBps(p,R) = s

R
√

4p
3

+tRTO

√
27p

8
p(1+32p2)
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Modelling losses and capacity wastage

X i =

{
Xd
2i if 0 ≤ i < ix ,

s
tmbi

otherwise,

nlost =



⌊
7
8

tD X 0

s

⌋
(tD ≤ t0

RTO)⌊
7
8

t0
RTOX 0

s
+
∑iD−1

i=1
t i
RTOX i

s
+

t
iD
RTOX iD

2s

⌋
(otherwise)

(6)

nwasted =
1

s

(
tidle · Xd +

nss∑
i=0

Rnew

(
Xd − 2iXc

))
(7)

n′wasted =
1

s
(Xmax − Xd ) (tidle + tss)

+
Rnew

s

ngrow∑
i=0

(
Xmax − X i

) (8)
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Backup: Freeze-TFRC
TFRC during handovers: Analytically derived possible performance improvements

PPPPPPPPPfrom
to

UMTS 802.16
802.11

b g

Packet losses

UMTS 306 236 226 224
802.16 2760 2614 2614 2614

802.11b 1080 1078 1078 1078
802.11g 2909 2907 2907 2907

Unused capacity [500 B packets]

UMTS 0 82938 263 109541
802.16 0 471 155 1029

802.11b 0 0 1085 54674
802.11g 0 0 0 4699

[Simulation results on slide 57] [Link characteristics on slide 58]

54 / 64

Backup: Freeze-TFRC
References
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Computer Society, Sept. 2004, 2967–2969 Vol. 4. ISBN:
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Mobility-Aware extension to TFRC: Additional states and options to support freezing

pprev − p ≥ ∆p†/–
p ≥ pprev ||

save(Xrecv)
Freeze command/

OPT_FREEZE

Remotely
signaled

Unfreeze command/
restore(Xrecv)
OPT_UNFREEZE

OPT_UNFREEZE/
restore(Xrecv)

p ≥ pprev/–

OPT_UNFROZEN/-

Probing Restoring

OPT_RESTORINGOPT_PROBING

Double rate Ignore Xrecv

Ignore feedbacks
Inhibit sending

FrozenNormal TFRC
sender

OPT_FREEZE/ save(Xrecv)

Sender
Drives the restoration

process

Receiver
Ensures synchronisation

Normal TFRC
receiver

a p equivalent to the currently observed Xrecv.
†When a packet is lost, the receiver computes and reports

OPT_UNFROZEN

RecoveryProbed†

OPT_UNFROZEN

Recovery2

Restoration

1 R elapsed/
OPT_UNFROZEN

OPT_PROBING/-

new loss/–

OPT_RESTORING/-

new loss/–

new loss/–
¬OPT_RESTORING/-
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Evaluation: ns-2 simulationsPPPPPPfrom

to
UMTS 802.16

802.11
b g

Packet losses (DCCP/TFRC only)

UMTS 253.3 269.8 273.6 275.4
802.16 1732.3 1734.6 1734.6 1734.6

802.11b 856 855.5 855.3 855.3
802.11g 2470.9 2470.4 2470.2 2470.1

Unused capacity [500 B packets]

UMTS 50.5 54018.05 2209.5 92156.1
— 13.4 3607.9 9342.75 89328.6

802.16 12.45 1827.95 603.05 4185.75
— 5 591.15 150.9 1520.35

802.11b 150.45 28314 2101.75 57970.65
— 0 15278 47.45 1045.05

802.11g 42.5 2104.3 943.4 4313
— 0 7172.75 46.5 188.45

[Analytical predictions on slide 54] [Fairness on slide 60] [Link characteristics on

slide 58] [Handover durations on slide 59] [References on slide 55]

57 / 64

Notes

Notes

Notes

Notes

http://dx.doi.org/10.1109/INFCOM.2000.832552
http://dx.doi.org/10.1145/997150.997159
http://dx.doi.org/10.1109/VETECF.2004.1400604


Backup: Freeze-TFRC
Commonly accepted link characteristics

Technology Capacity [bps] Delay [s]

UMTS 384 k 125 m
802.11b/g 11 M/54 M 10 m

802.16 9.5 M 40 m

[References on slide 55]
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Handover durations

Thandoff = 2.5 + RTTwireless + RTTwired

= 2.6 + 2Delaywireless

Destination network Thandoff [s]

UMTS 2.85
802.16 2.68

802.11b/g 2.62

[References on slide 55] [Link characteristics on slide 58]
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Fairness

I Single TCP flow from AR to CN

I Wait for settlement of rate after reconnection

I 100 s samples afterwards

PPPPPPPPPfrom
to

UMTS 802.16
802.11
b g

UMTS 0.6 0.3 0.2 0.1
802.16 1.6 1.3 1.1 0.9

802.11b 1.3 1 0.9 0.7
802.11g 1.5 1.2 1 1.1

I Values in [0.5, 2] considered “reasonably fair”

I Closely similar to DCCP/TFRC in the same conditions

[Link characteristics on slide 58] [Handover durations on slide 59]
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Backup: OML
Active measurement, Iperf

Send (or
receive) packet

Aggregate metrics

New report
needed?

Format as CSV,
write to file

oml-o

oml-O

Iperf main thread

Iperf processing and
reporting thread

Match packet-
-sending rate

Interval-based
aggregation?
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OML filter

OML filter

Send to server
or store in file

OML filtering
thread
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interval
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Passive measurement, libpcap

I Number of unreported packets

●
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I Hints at potential bottleneck with high-speed reporting

Sending
blocked

Buffer

samples lost
overwritten,

App

MP1

MP2

Filters

TCP

OML reporting thread

OML client library

database
SQL

TCP

OML
Server

rwnd=0 Full

I Coherent with Iperf
I Mitigated by in-line filtering
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