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Abstract. We implemented approaches to solve the multihomed flow
management problem using the OPNET simulator. We formulate a
quality-aware decision method as a binary integer problem and use it
(with the CPLEX solver) to drive the network selection and flow dis-
tribution in the simulated scenarios. We compare the behaviour of ap-
plication flows with our approach and the most commonly implemented
nowadays. This allows us to more accurately evaluate these approaches’
potential when applied to real network scenarios, where adaptation loops
in protocols and algorithms in the network stack may alter the expected
performance. We show that, even uncalibrated, the quality-aware mul-
tihomed flow management allows to make better trade-offs between dif-
ferent user criteria and identify improvement directions.

1 Introduction

Accessing the Internet on the move is now the rule rather than the exception.
On the one hand, new wireless network technologies provide higher capacities to
cater for the increasing number of users and their needs. On the other hand, user
equipments now support several of these technologies. Yet, no clear consensus
exists on how to balance their use to provide “always best connected” devices [1],
and the simplest method (“everything on Wi-Fi if available, or cellular other-
wise”) is widely implemented [2].

Most of the research work tends to focus on selecting the network(s) with
the highest quality estimates. A subset of these approaches also considers using
more than one interface at the same time (see Section 5), with various levels of
granularity. Nonetheless, these estimated metrics are based on technical param-
eters of the communication. Various ITU recommendations [3], [4], [5] however
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showed that the quality a user perceives (quality of experience, QoE [6]), is in
no way linearly dependent on such technical metrics.

In earlier work [7], it was proposed to pay closer attention to the metrics most
relevant to the user, such as the QoE, the power consumption and the access
price. The generic multihomed flow management problem (MFM) was defined,
and several approaches were tested. Results showed that directly basing optimi-
sation decisions on user-centric metrics improved the resulting perceived quality.
However, the evaluation of the results was only based on objective models ap-
plied to QoS estimates; in essence, the ideal outcome of the decision mechanism.

Here, we therefore propose to lift this shortcoming by implementing the de-
scribed approach in a network simulator, in order to evaluate the behaviour of
application flows when distributed to the selected networks. We implemented
the main framework in OPNET and linked it to the CPLEX solver in order to
implement the decision methods, and more accurately evaluate their potential.
We confirm the results from [7] and show that the quality-aware multihomed
flow management allows to make better trade-offs between user-visible metrics.
We also identify directions to further improve these results.

The remainder of this paper is organised as follows. In the next section, we
remind the reader to the multihomed flow management problem, and present our
binary integer programming (BIP) formulation of the user-centric solution. In
Section 3, we present the relevant performance metrics, as well as the simulation
scenarios. The results of the comparison to a standard technique are presented
and discussed in Section 4. We present related work in Section 5, and finally
conclude and describe future work in Section 6.

2 LP Formulation of the User-centric Flow Management

The multihomed flow management problem is that of selecting the network asso-
ciation for each interface, distributing the flows over the active links and adjust-
ing application parameters to the best matching set [7]. Its user-centric solution
consists in maintaining a high application quality while keeping reasonable power
consumption and access prices. It was expressed as a constrained optimisation
problem in [7], but solving times proved to be prohibitive. We therefore refor-
mulate it as a BIP, which were shown to be faster to solve (e.g., [8]).

We want to distribute flows in set F over a set of possible links, formed by the
association of a local interface i, from set I, to a remote network n, from setN . As
the associations between interfaces and networks are limited to within the same
technology, only a subset of I ×N is actually valid. We address this limitation
later. It is assumed that the capacity Cin and delay Din of a link can be reliably
obtained through the use of frameworks such as IEEE 802.21 [9], OConS [10],
[11] (developed within the SAIL project [12]) or actively measured [13], [14], [15].
Additionally, the flows are assumed to have several parameter sets (e.g., codecs)
selectable from set C.

This creates |F | × |C| × |I| × |N | binary variables of the form
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xfcin =

{

1 if flow f with configuration c is distributed on link i–n

0 otherwise
(1)

to optimise a given objective. Our model is defined by the following constraints







































∀f, c, i, n, xfcin ∈ {0, 1} (binary variables)

∀f,
∑

c,i,n

xfcin = 1 (one parameter set per flow)

∀i, n,





∑

f,c

xfcinCfc



 ≤ Cin (capacity limitation).

(2a)

(2b)

(2c)

It is necessary to be able to express the fact that a link is active. This is done
through the use of an auxiliary variable,

ain =

{

1 if a link from i to n is active

0 otherwise
(3)

with additional constraints



















∀i, n, ain ∈ {0, 1} (binary variables)

∀f, c, i, n xfcin ≤ ain (ain = 1 if any xfcin = 1)

∀i,
∑

n

ain ≤ 1 (one association per interface).

(4a)

(4b)

(4c)

The goal for the user-centric flow management approach is to maximise the
QoE of flows, while minimising the energy and monetary costs incurred. The
general objective function is therefore

max
∑

f,c,i,n

(αQ(f, c, Cfc, Din)− (βE′

in + γM ′

in)Cfc)xfcin−

∑

i,n

(βEin + γMin)ain, (5)

where α, β and γ are scaling and priority weights, Q(f, c, C,D, . . .) is the ex-
pected QoE as computed by objective models based on the offered QoS (as
defined by ITU’s E-Model [3], [4], [5], see [7] for more details), and Ein and
Min (resp. E′

in and M ′

in) are the time-based and (resp. data-based) energy and
monetary costs for link i–n. However, Q(·) is not a linear function of its argu-
ments, and this objective cannot be used directly by the solver. To address this
problem, we precompute a part of it, for each possible configuration, as utility
value

ufcin = αQ(f, c, Cfc, Din)− (βE′

in + γM ′

in)Cfc. (6)
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These precomputed utility values can then be used in the new linear optimisation
objective,

max
∑

f,c,i,n

ufcinxfcin −
∑

i,n

(βEin + γMin)ain. (7)

The next section presents how this model and approach are implemented in
the OPNET network simulator

3 Simulations

We implemented a basic mobility scenario with a UE moving between multiple
wireless access points (WAP) under the coverage of a single LTE eNodeB using
the OPNET discrete-event simulator.2 The decision aspect is done through the
use of a linear programming solver integrated within the control code of the
mobility model.

3.1 OPNET Model

3GPP has specified an architecture that allows mobile users to roam between
3GPP and non-3GPP access technologies [16]. To provide users with seamless
mobility, Proxy Mobile IPv6 (operator-based mobility [17]) and Dual-stack Mo-
bile IPv6 (host-based mobility [18]) are proposed [16]. The work presented in
this paper proposes an extension to the the integration of LTE and trusted non-
3GPP access technology (e.g., 802.11g), where the host-based mobility solution
is considered. One of the issues that are not supported in the current 3GPP
specification is the use of multihoming: a user can use either LTE or WLAN but
not simultaneously. We therefore developed an extension which can provide users
with multihoming capabilities. This is achieved by extending the implementa-
tion of MIPv6 to support multiple care-of addresses [19] and flow management
functionalities [20], [21].

Fig. 1 shows an overview of the simulation network implemented in OPNET.
The model is built as an extension of our previous work in LTE networks mod-
elling [22, which include channel model details] with additional support for the
integration of WLAN, extending the standard OPNET WLAN implementation
to support link adaptation to user movements and changing channel conditions.
Moreover, the standard OPNET MIPv6 implementation has been integrated af-
ter extending it to support multihoming and flow management. The final model
includes all relevant entities that are necessary to carry out the multihoming
scenario. Following [16], the home agent (HA) functions are located at the PDN
gateway. The remote server in the figure acts as a correspondent node (CN).
Users receive router advertisements from the eNodeB and the WLAN access
points so that they can configure their care-of addresses. They then register
with the HA through standard MIPv6 signalling. In this way all user traffic is
tunnelled from the HA to the user, and vice-versa.

2 http://www.opnet.com

http://www.opnet.com
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Fig. 1: OPNET simulation model. A User Equipment roams between two WAPs
covered by a single LTE cell. Host-based mobility is supported within the home
network through the use of MIPv6, with the MCoA extensions.

3.2 CPLEX Integration

CPLEX3 provides a large set of APIs for various languages. We used the CPLEX
Callable C Library for the integration with OPNET. After adding this library
in the OPNET repository, the available CPLEX functions can be called directly
from OPNET.In this work, we need to solve a BIP to decide the flow and network
associations (see Section 2). We used CPLEX’s MIP optimiser to compute the
solutions to our MFM problem.

This allowed us to implement a practical online decision method in the user
device. With this method, the proposed decision function can be called at any
time, and the decision results obtained from the solver directly. They are then
used to enforce the network selection and flow distribution in the simulated
environment. Currently, a periodic triggering method calls the solver at regular
intervals. The periodicity should be chosen properly; if too large, this may lead to
performance degradation due to late adaptation, but too small a value will cause
changes to happen too frequently, creating higher overheads for the network
managements. Finding an optimised setting of this interval, or using a more
dynamic triggering algorithm (e.g., based on new arrivals or departures of flows),
is left for future work.

To support correct decision-making, we rely on having proper estimates of
all access network conditions such as their availability, the link capacity (Cin)
and delays (Din). The network capacity depends on the user’s distance from the
base stations and is thus estimated inside the mobility model.

The WLAN link capacity is estimated based on the selected PHY model,
depending on the distance to the WAP. Similarly, we estimate the available
capacity of the LTE network based on the measured average SINR and the

3 http://www-01.ibm.com/software/integration/optimization/

cplex-optimizer/

http://www-01.ibm.com/software/integration/optimization/cplex-optimizer/
http://www-01.ibm.com/software/integration/optimization/cplex-optimizer/
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amount of available radio resources (i.e., number of physical resource blocks).
A more accurate estimation of per-user link capacity for multi-user scenarios,
by considering resource scheduling at the WAPs and eNodeBs, is left for future
work. Given the link capacity per network, we are able to estimate the probable
per-flow capacities (Cfc), in order to derive potential utility values. For elastic
traffic (e.g., TCP-based traffic), it is assumed that each flow will get an equal
share. We therefore calculate the flow capacities by dividing the link capacity
Cin by the total number of active elastic flows of the user. However, for real
time traffic, the flow capacity Cfc depends on the application codec rate. The
link delays are estimated based on the measured RTTs. With the estimated flow
capacity, link capacities and delays, the per-flow QoE can be estimated following
ITU’s objective models. Alongside the data-based energy and monetary costs,
this allows to evaluate the utilities following (6). These pre-computed utilities
and resultant objective function (7) are then expressed in a form suitable for
CPLEX’s MIP solver.

3.3 Performance Metrics

Several metrics are relevant to our study. First, we implemented the ITU QoE
objective models, following our description in [7], to be computed based on actual
network conditions experienced by the flows, such as flow throughput or packet
delay, reported from the simulator. The two other important user metrics are
the power consumption, and the monetary price.

We use simple models for these costs, where some comes from having an
interface up and connected to a network, and some comes from transferring data
over the thus created link. For each run, we can therefore determine how much
battery has been used, and how much the network usage has cost. Table 1.1 shows
the base values we have chosen for this paper, based on power data from [23],
and arbitrary estimates for access costs ($5 for 500MB is reasonably common).
All are expressed per time unit as the solver is called at a periodic interval. It is
however important to note that these parameters are not hardcoded, and that
other values are possible.

Delays are an important factor in the quality perception, and is indeed al-
ready taken into account for voice [3] and web traffic [4]. Yet, it is interesting to
consider it separately as it also gives an indication of the load along the end-to-
end path, with higher load creating fuller buffers and queues, and larger packet

Table 1.1: Battery and monetary costs used in the scenarios.

Technology
Power Price

E [%/s] E
′ [(%/B)/s] M [$/s] M ′ [($/B)/s]

Cellular 6.5× 10−3 2.3× 10−13 0 1× 10−8

WLAN 3.6× 10−3 9.9× 10−14 0 0
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delays. As it also gives an indication of the load along the end-to-end path, it is
however interesting to consider it separately too.

3.4 Comparison Approach

In this paper, we are mostly interested in presenting and validating our simula-
tion model to confirm its proper behaviour. Rather than comparing the proposed
approach to many techniques, we selected the most common one, where a mo-
bile device senses the networks around it, and favours any WLAN and uses the
cellular link as a last resort [2], which we call 3GPP-HO [24]. In essence, this
means that the mobile device will always be connected to the LTE network, but
switch to the WLAN link shortly after it becomes available, and keeps using it
until it becomes virtually unreachable.

3.5 Simulation Scenarios

We chose to study two different scenarios to evaluate our proposed quality-
aware approach for different application types and compare it to the 3GPP-HO
approach.

Real-time video four different codec rates (400 kbps, 600 kbps, 800 kbps and
1000 kbps); fixed frame rate of 30 fps;

Elastic Web traffic 1MB web objects; inter-arrival time of 100 s.

In both scenarios, the user stays within the coverage of a single LTE eNodeB
as shown in Fig. 1. However, in the first scenario the user is moving from WAP1
to WAP2, experience vertical handovers between cellular network and WLAN.
In the second scenario, the user is only moving with WAP1 and can always
connect to either or both WLAN and LTE networks.

For the quality-aware multihomed flow management approach, the time in-
terval of triggering the decision function is set to 1 s. To calculate the utility and
objective function, the scaling and priority weights for the QoE, energy and cost
are all set to 1 (calibrating these values is left for future work). The battery and
monetary costs per network are defined in Table 1.1.

4 Results and Discussion

This section presents the results for both the real-time and elastic scenarios,
then some timing information about the solver is given.

4.1 Real-time Video Traffic

We recall that our proposed quality-aware multihomed flow management (QA-
MFM) adjusts the bitrate of the video flows to match the available capacities.
Fig. 2 compares our approach to the 3GPP-HO approach with respect to the
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Fig. 2: Metrics for the real-time video scenario for a varying number of flows.
Error bars are placed at 1.96SE as an estimate of the 95% CI for the mean.

selected metrics. In essence, the QA-MFM achieves a lower delay, slightly lower
bitrate, lower application loss-rate and slightly better QoE at the cost of a higher
battery consumption and very slightly higher cost for one-way real-time video
traffic.

The results for the QoE, battery consumption and price are coherent with
the predictions of [7]. However, the difference in quality of experience (Fig. 2d)
is much smaller than expected. We hypothesise it is due to the packetisation of
application data units tending to fragment one video frame into several UDP
packets. Losing only one of many packets therefore results in the loss of the entire
video frame; for a packet loss rate of p, this means that the application-layer loss
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Fig. 3: Performance for the elastic web traffic scenarios.

rate would be (1 − p)n, where n is the number of UDP packets a video frame
is fragmented in. In addition, we did not take header overhead into account.
This has led to overestimating the available capacity, even with the QA-MFM
approach. This explains the application losses shown in Fig. 2c.

An interesting effect of our proposed approach is that, reducing the bitrate
of the video flows to match the networks’ capacities, it creates less congestion
at the intermediate routers, which in turns allows to reduce the packet delay, as
shown in Fig. 2a. We believe that addressing the capacity estimation problems
mentioned previously would also allow to further reduce these delays.

4.2 Elastic Web Traffic

The comparison results for the web traffic scenario are shown in Fig. 3. At a
higher price, the QA-MFM delivers shorter download times and lower battery
usage. Even though our approach tends to achieve a higher quality than the
3GPP-HO, the QoE is lower than expected. We believe it could be further im-
proved with a proper calibration of the optimisation weights, which we keep as
future work.

We recall from Section 3.5 that, in this scenario, the UE remains within
range of both the LTE network, and one wireless access point. It is therefore
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expected that, in order to improve the performance, the QA-MFM would use
the LTE network in addition to the WLAN network that the 3GPP-HO would
always choose. This therefore explains that our approach costs some money, also
using the cellular network in this case (Fig. 3d). Another key advantage of the
QA-MFM approach is to save the battery by switching off the interfaces in case
there is no data transfer required by the user, given the ON-OFF behaviour of the
web traffic, while the interfaces were always on with the 3GPP-HO approach, the
QA-MFM simply deactivated them. The QA-MFM approach therefore consumed
much less battery than the 3GPP-HO (Fig. 3c).

While the download time is shortened by the quality-aware approach
(Fig. 3a), the QoE is not very much improved (almost at its worst in the 6 s
cases). Fig. 3b shows two estimates of this QoE, depending on the expectation
of the user with respect to the session duration. In this scenario, we only trans-
ferred 1MB objects, for which the expectations of 6 and 15 s may have been a bit
too great. Internally, the decision mechanism only used a 6 s-based estimation,
regardless of the transfer size. This highlights a problem in calculating the QoE
for elastic traffic based on [4] for the QA-MFM approach, as it becomes neces-
sary to estimate what the expectations of the user would be in order to make
the proper decision. It is the subject of future work to address this question.

4.3 Solving Time

The solving time is the time needed by the CPLEX LP solver for one itera-
tion of calculation of the decisions on network selections, flow distributions and
choosing proper application parameter per application flow. The problem size is
determined by the number of constraints and variables, which increase with the
number of active flows, the number of networks, and configurable flow param-
eters. As the QA-MFM problem is to be solved per user, the time to solve the
BIP does not dependent on the number of users in the network. The average
solving time for all our presented scenarios are shown in figure 4. It exhibits a
sub-linear trend with an increasing number of constraints and variables. For our
largest scenario (9 web flows), the mean solving time lies within (186, 296)ms
with 95% confidence.

As mentioned in Section 3.5, we used a periodic trigger to call the linear
solver every second. With a grand maximum of 0.39 s, this means that this
optimisation-based technique is well-suited and feasible for making real-time
decisions in real systems.4

4 Simulations for this work were run on 2.67GHz Xeon X5550 machines. However,
with the increasing CPU power of mobile devices, it seems reasonable that our
approach can scale.
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5 Related Work

This section reviews work related to metrics used for network selection as well as
various decision techniques. A more detailed version of this review can be found
in [25, chap. 2, sec. 2.3].

5.1 Criteria for Network Selection

A large range of criteria has been proposed to discriminate access links and
networks in order to select the best ones to connect to. The simplest mechanisms
are based on measuring the quality of the radio signal (e.g., signal-to-noise ratio
or received signal strength) and comparing it to a threshold [26]. The same
thresholding approach can be applied to more precise metrics from the access
link such as the delay or data rate [27], [28], [29], [30].

More relevant than the link layer properties for communication facilitated
by transport protocols like TCP, end-to-end parameters such as network path
capacities or RTTs are important to support feature-rich applications [27], [28],
[30], [31], [32], [33], [34], [35], [36], [37]; some proposals also specifically take the
application requirements into account in this phase [29], [38]. Additionally, some
networks only provide limited connectivity to the rest of the infrastructure or
require specific credentials to grant access; the reachability of the Internet [33]
has also been proposed as a criteria in this case.

As we argue in this paper, battery life is important in a mobile context,
and trade-offs have been considered to preserve it [23], [34], [35], [36]. Similarly,
multiple approaches take monetary considerations into account [29], [31], [32],
[35], [36], [39]. The currently observed application layer performance, as observed
by already connected nodes, can also be used as an indication of the “health” of
a network link [39]. However, QoE is still very rarely used for such tasks.
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5.2 Flow Distribution

The distribution of application flows over multiple uplinks active at the same
time could be seen as a superset of the network selection schemes just presented.
However, the flow scheduling problem has to accommodate additional constraints
such as that only the networks to which the device is associated can be used,
some of which are mutually exclusive. Two main classes of solutions can be
distinguished.

The first group applies traffic classification and load balancing approaches
of conventional wired technologies after network uplinks have been selected and
established. Simple policies, based on flows’ destinations or port, to decide which
network is the most appropriate are often seen [40]. However, more complex
techniques proposed distribute new flows with more elaborate heuristics (e.g.,
random or load balancing) [30], [41].

Approaches in the second class take a more holistic approach by performing
network selection and flow distribution at the same time. A number of solutions
rely on knowledge of the applications’ requirements to select the network which
most closely matches them [31], [35]. These approaches however come at the
cost of a larger solution space to search. To address this issue, the problem was
modelled as a Markov chain [42] to leverage decision process techniques of that
field. Binary integer programming techniques have also been proposed [36].

5.3 Multi-criteria Selection Techniques

To enable a finer selection of an access network, it may also be argued that
considering a single criterion is not sufficient. Therefore, a number of more recent
proposals use some sort of multi-objective optimisation technique where the
various criteria can be composed and compared.

Common approaches use utility functions in order to create a weighted com-
pound variable for each network, to be compared to a threshold or that of other
networks [38], [43]. The analytic hierarchy process (AHP) [44], a more formal
way of ranking choices according to multiple criteria, is also proposed to find the
highest ranked options [27], [45].

A number of proposals introduce sub-optimal but computationally efficient
algorithms [32], [34]. Linear programming techniques have been proposed to find
optimal solutions for specific formulations of the problems [8], [36].

Finally, weights or scaling factors are an important parameter in multi-
objective optimisations, as the input variables need be mapped to comparable
ranges. Genetic algorithms [29] or the grey relational analysis [27], [46] can be
used to derive these weights. This preprocessing is also often done using fuzzy
logic approaches [28], [29], [45].

6 Conclusion and Future Work

In this paper, we presented our integration of a linear programming solver with
a discrete-event network simulator. This allows us to drive the multihomed flow
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management by optimising user-level metrics such as the quality of experience,
battery life or access price. We also presented comparison results, using this
system, that show that the QA-MFM performs better than the legacy techniques
of only choosing one best network, however slightly.

It is important to note that the version of the QA-MFM we evaluated here
was not calibrated. It is the subject of future work, enabled by the system pre-
sented in this paper, to investigate questions about the QA-MFM approach such
as properly setting the weights of the objective function—or exploring other
forms for this function altogether—the implementation of more cross-layer sig-
nals to inform the transport protocols to the decision, or other optimisation
triggering approaches, amongst others. This model will also enable simulations
in more realistic scenarios and, more specifically, with a higher number of users,
to evaluate the load this approach creates on the visited networks.
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